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Abstract: We are largely unable to predict the composition and crystal structure of new
extended structure compounds. Yet we find that as materials become more complex in stoi-
chiometry and structure, new, interesting, and perhaps useful, phenomena are encountered.
The need for improved experimental and theoretical approaches to seize more rapidly the
opportunities provided in this complexity is discussed. 

INTRODUCTION

We increasingly live in a materials world, yet we remain largely ignorant of the chemical possibilities
inherent in the periodic table of elements. Here we discuss one branch of chemistry, the chemistry of
nonmolecular solids (so-called extended structure solids). We show that predicting even basic features
such as composition and crystal structure of new solids is largely impossible. Since composition and
structure are required inputs for the prediction of properties, we usually discover materials with
enhanced and especially with novel properties by chance rather than design. We are still practicing a
very Edisonian or empirical science, especially in the synthesis of novel phases, which is largely “acci-
dental”. While many exciting discoveries have come from this approach, one hopes for a more ration-
al strategy. Such a strategy needs to be developed if we are to make significant progress in exploring
the huge number of possibilities inherent in the periodic table.

Scientists have now discovered the composition and often the structure of about 20 million dif-
ferent substances. More than 95% of these are molecular organic compounds, based on the chemistry
of carbon and a few other elements such as hydrogen, oxygen, nitrogen, and sulfur. Many of these are
known to result from biological processes in plants or animals, but an increasing number are new mol-
ecules synthesized only in the laboratory. A much smaller number of compounds contain one or more
of the metallic elements. Yet, these elements are the majority of those in the periodic table. Again, a
large fraction of these metal-containing compounds, inorganic compounds, are molecular in structure.
Only a very small fraction of known compounds, perhaps 1% of the total, are inorganic and exhibit non-
molecular structures. In such compounds the chemical bonds extend from one atom to the next across
the macroscopic dimensions of the material. Such compounds include familiar materials, such as dia-
mond, iron oxide, and table salt. In spite of their relatively small number, these inorganic extended
structure materials are the basis of many technologies essential to our economy and well-being. I only
need to mention the broad impact of several classes of materials, such as ceramics, metals and their
alloys, and semiconductors, to make the point. Of course, organic materials, especially polymers, are
also exploited in many technologies. But we leave the discussion of such carbon-based materials to
another forum.
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Focusing on extended structure solids, we can further divide these compounds into two broad
groups: valence compounds and intermetallic compounds. Figure 1 shows the electronegativity of each
element in the periodic table, the higher the value of the electronegativity, the larger the font used.
Valence compounds are formed by combining electropositive elements (elements near or to the left of
the metalloid line, the bold zig-zag line in Fig. 1) with electronegative elements to the right of the met-
alloid line. Such solids include NaCl, NbN, and SiO2, for example. Intermetallic solids are formed from
elements near the metalloid line and to the left; such as: CsAu, NiZr, CrB2, and V3Si. 

“SIMPLE” CHALLENGES: COMPOSITION AND STRUCTURE

Generally, oxidation states are useful and easy to assign in valence compounds, especially in com-
pounds between metals and the most electronegative elements (N, O, F, S, Cl, Se, Br, and I). The com-
position of such compounds is usually consistent with integer oxidation states, which can be simply
determined from the number of valence electrons. The composition of binary valence compounds can
thus be “predicted” based on oxidation states. Of course, we already have prepared essentially all such
binary compounds, so we already know the answer. But for ternary valence compounds, oxidation state
rules often do not help. As an example, consider the ternary compounds that can be prepared by reac-
tion of Li2O and MoO3. In this case, we fix the oxygen content so that the oxidation states of Li (+1)
and of Mo (+6) remain fixed. There are 3 known compounds [1]: Li2MoO4 (Li2O:MoO3::1:1),
Li 2Mo4O13 (1:4), and Li4Mo5O17 (2:5). If one combines these reactants at other ratios, mixtures of the
ternaries and/or unreacted excess reactants result. How does nature choose these ratios for the ternaries?
We can say that these ratios represent the minimum in the free energy at that composition, but this is
not predictive. On the other hand, if we know the composition and structure of the binaries and terna-
ries, we can calculate with some confidence the phase diagram. But this is not useful when we want to
predict possible new compounds, especially those with previously unknown crystal structures.
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Fig. 1 The electronegativity of each element in the periodic table is shown in a point size proportional to the value
of electronegativity. Except for the precious metals, metals generally have an electronegativity less than 2.0 and are
termed “electropositive”, while those with electronegativities greater than 2.5 are to the right of the bold line
(metalloid line) and are termed electronegative. The metalloid elements are those near the metalloid line; their
chemical behavior varies greatly, depending on which elements they are combined with.



The situation is even more difficult with intermetallic compounds, since oxidation state rules can-
not be usefully applied when the electronegativity difference is small. Consider the products of react-
ing Ni and Zr at different ratios: Ni5Zr, Ni7Zr2, Ni3Zr, Ni21Zr8, Ni10Zr7, Ni11Zr9, NiZr, and NiZr2 [2,3].
What strange and wonderful compositions! Each has its own ordered arrangement of atoms. Several of
them exist over a range of composition: Ni1–xZrx, where x can vary by a few atomic percent, while oth-
ers allow very little variation in composition. But again we have no a priori rules to predict these com-
positions or their structures. So let us consider next what we do know from our past synthetic research.

Of course, the composition of elemental materials is not an issue. The structures are largely sim-
ple—often derived from close packing—and often high symmetry (such as face-centered cubic, body-
centered cubic, or hexagonal). There may be a few surprises left, for example, the existence of
metastable substances such as bucky-balls (C60), but we essentially know the answer here and often
teach some of these common structures to beginning college chemistry students. 

Binary compounds have also been largely explored. We can simply calculate the number of paired
combinations that we needed to study. For this purpose we use a truncated periodic table: we discard
unreactive elements such as He and Ne and we discard radioactive elements because they are investi-
gated in only a few places and because they have little commercial use. Such a periodic table contains
80 elements, plus or minus a few. So, for binary compounds we have 80 elements to choose from for
the first and 79 for the second element. This gives 80 × 79/2 = 3160 combinations (divide by 2, since
the order in which we choose the elements is irrelevant). Most of these have been examined in some
detail, and we know what equilibrium phases are present in the phase diagrams [2,3]. [Phase diagrams
show more than the composition of the different binary compounds. They also show the range of ther-
mal stability (such as melting or decomposition points) and other thermodynamically important events
as a function of composition, temperature, and/or pressure.] Villars and co-workers have analyzed this
group of compounds (on the order of 30 000 compounds) and report some interesting observations
[4–7]. First, about 90% of binary compounds have simple stoichiometries: MX, MX2, MX3, or M3X5
(M and X stand for the two elements in the compound). There are strange stoichiometries, as illustrat-
ed above in the Ni–Zr system, but these are less common. 

However, the number of structure types adopted by the common binary compositions is small,
only about 80 types. For example, for compounds with the MX composition there are 20 common struc-
ture types. That is, many different compounds crystallize in the same structural arrangement. If you
know the NaCl structure, you would not be surprised to learn that KCl has the same structure. But BaO,
LaN, LaSb, NbC, ReC, and over 200 other compounds also adopt the same structure [3], which is called
the Sodium Chloride Structure Type. (Note that this structure type is adopted by compounds with quite
different bonding interactions from ionic to covalent/metallic.) This small number of structure types
greatly simplifies the study of binary phases. Many researchers have constructed empirical “rules” that
“explain” the adoption of particular structures as a function of a few variables. These include the early
works of Hume-Rothery [8], Mooser and Pearson [9], Miedema [10], and Brewer [11]. More recently,
using an extensive database, Villars and collaborators also found that the adoption of a particular struc-
ture type could be “predicted” (with about 95% confidence, but of course, retrospectively). This pre-
diction is based on only three atomicparameters that characterize the two elements: the total valence
electron count, the electronegativity difference and the difference, in radii of the valence orbitals. 

These approaches are largely empirical. While they are also largely retrospective, especially the
Villars method may have some utility in making a good guess of possible structures in the few remain-
ing binary phase diagrams that are incomplete. One could take a more basic approach and try to use
quantum mechanics to predict the composition and structure of new compounds. This challenge is
presently way beyond even the most advanced computers and algorithms. Perhaps in the next decade or
two enough progress will be made that such theoretical approaches will be helpful, but that is not cer-
tain. However, present methods are capable of addressing simpler questions; such as, “if the composi-
tion is known, which of the presently known structures adopted at that composition have the lowest
energy?” Of course, if a new structure type is preferred, the calculation will not tell you that. Such meth-
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ods are useful in special cases. For example, the structure of many binary solids will change when pres-
sure is applied, often from one known type to another. The calculations that are presently possible are
often able to predict the pressure(s) of transformation and the structures that are obtained [12]. But can
this empirical or theoretical knowledge be used in predicting ternary phases? 

THE CURRENT FRONTIER: TERNARY COMPOUNDS

There are many more ternary combinations of elements to consider: 80 × 79 × 78/6 = 82 160. In each
of the 82 169 cases we must construct the ternary phase diagram, an undertaking that is much larger
than determining the binary diagram. Since less than 10% of these have been explored even partially
[13], this may be considered the frontier of solid-state chemistry. That is not to say that quaternary,
quinary, and higher compounds are unknown, but that even less is known about the possibilities inher-
ent in mixing 4, 5, or more elements than in the case of ternaries. From the known ternaries (about 
30 000 of these are already known, even though most ternary systems have not been studied) we already
see problems in trying to extrapolate from the knowledge of binaries. First, there are now about 1000
different ternary structure types known, and the list is growing fast. I emphasize that these are true ter-
nary structures, in that the full structure is not observed when only two elements are present. In some
cases, there are many representatives of some structure types, such as the approximately 500 com-
pounds that adopt the ThCr2Si2 structure type, but in many other cases there are only a few known rep-
resentatives of the structure type. Second, empirical correlations of structure type with atomic parame-
ters are difficult to apply, since there are at least seven possible parameters based on valence electron
count and pairwise electronegativity and radii differences. Furthermore, the utility of such empirical
correlations generally relies on a database that is not too sparse. Since we are still discovering many
new ternary structure types, we suspect that the database is indeed too sparse for such predictions in any
case.

I suppose now is a good time to ask: if there are already so many known solid-state materials, why
do we need more? Why do we need more compositionally and structurally complicated materials?
Can’t we just modify known materials by manipulating them on the nanoscale or by other suitable pro-
cessing to obtain the desired behavior? Of course, the scientists’ answer is sufficient for other scientists:
because we want to know what is there. This answer, however, is generally insufficient for the general
public, who fund our R&D efforts. So, a more credible answer is: as materials become more complex
in composition and especially in structure, there is evidence, at least in some cases, that enhanced or
even novel properties result. Consider the copper oxide superconductors. The highest Tc attainable is on
the order of 40 K when three elements are present (La2CuO4+x), over 90 K when 4 elements are pres-
ent (YBa2Cu3O7), near 130 K when 5 elements are present (Tl2Ba2Ca2Cu3O7), or near 165 K under
pressure in HgBa2Ca2Cu3Ox [14]. Each of these compounds adopts a structure type only seen (so far
anyway!) when 3, 4, or 5 elements are present, respectively. Why should Tc depend on this complexi-
ty? It is likely that the structural and compositional degrees of freedom that are allowed in more com-
plicated structures allow the “tuning” of electronic factors to enhance the interactions responsible for
the high Tc. So far as we know, this behavior cannot be (or at least has not been) obtained by changing
the sample dimensions (e.g., going to the nanoscale) or by processing variables (introducing point or
extended defects, etc.). While it is clear that some properties and phenomena depend critically on scale
and processing, others depend on the complexity of the compound. But it is not at all clear what frac-
tion of complex structures will support enhanced or novel phenomena rather than be uninteresting
“bricks”. Nor are we able to predict or choose which will be the interesting ones.

BEYOND TERNARIES

Let’s assume we want more compositionally and structurally complex compounds. How many differ-
ent combinations of elements do we need to explore as we go beyond the ternary case? Table 1 shows
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the result of the combinatorial calculations. It is easy to see that the number of combinations to study
becomes very large, very quickly. If, for example, we make the foolish extrapolation of Tc for the cop-
per oxides vs. the number of elements essential to make the structure, we might conclude that it will
take a compound with 8 elements to have a Tc at room temperature. There are a huge number of com-
binations to consider—some 29 billion. Even if we restrict ourselves to compounds that contain 8 ele-
ments but 2 are copper and oxygen, there are still 300 million phase diagrams to examine for what may
be a sparse phenomenon! Given the progress we have made so far in just exploring binaries and some
ternaries, at the present rate it will take geologic times to sort through all these possibilities. Clearly, we
must consider new ways to approach such problems.

Before we consider some possible approaches to this grand challenge, let us ask one more ques-
tion. Just how complicated might the structures of compounds become? The driving force to produce
multinary phases generally becomes smaller as the number of elements increases. So, for example, will
we find that when we try to make compounds containing 5 essential elements that we most often make
a mixture containing a binary and a ternary or several ternary compounds? To make a unique structure
that requires, for example, N different elements, we can generally assume that each element will occu-
py a distinct crystallographic site (position). Compounds in which certain elements are randomly mixed
on a given site (alloying or doping) usually adopt structures that are typical of compounds with N-1 or
N-2, etc. elements. Elements prefer to occupy different sites when those elements have sufficiently dif-
ferent atomicproperties, such as size, electronegativity, or number of valence electrons. 

All 80 of the elements in our restricted periodic table are not sufficiently different that they will
all occupy different sites. So again, just how complicated can we hope to get? Perhaps one hint comes
from minerals. Here, nature has had some time to synthesize compounds from those elements available
in the crust, as restricted by their concentration and distribution. Table 2 lists what I was able to glean
from a crystallographic database [15]. First are two compounds that have the most cations on distinct
crystallographic sites in a pure oxide. I could not find one that contained 7 distinct cations. So perhaps
6 cations is near the real limit in valence compounds. If we allow different anions (including polyatomic
anions), then more complicated compounds are known, 6 of which are shown in Table 2. The limit here
seems to be about 8 or 9 elements or a total of 10 simple cations and simple or polyatomic anions. Will
we be able to beat nature because we can vary the concentrations of all the components and the prepa-
ration conditions over a larger range than is possible in nature? It may be some time before we have the
experimental answer to that question. In any case, it seems very unlikely that unique structures will be
adopted when we combine 20 or more elements, so the truly huge possibilities with 40 elements—
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Table 1. Combinations of 80 elements.

Number of Elements Combinations

2 3,160
3 82,160
4 1.58 × 106

5 2.40 × 107

6 3.00 × 108

7 3.18 × 109

8 2.90 × 1010

9 2.32 × 1011

10 1.65 × 1012

15 6.64 × 1015

20 3.45 × 1018

30 8.87 × 1021

40 1.07 × 1023



approaching Avogadro’s number—seem very unlikely to be realized. Yet I believe (as a matter of faith!)
that the possible combinations of up to 8 or 10 elements include compounds that are room-temperature
superconductors.

UNDERSTANDING THE PERIODIC TABLE AND INCREASING THE 
RATE OF DISCOVERY

Now back to the challenge. Given the huge number of possibilities and the relatively small number of
systems so far investigated, how can we improve our rate of discovery? Most likely, we have to learn to
be much smarter about what we choose to prepare and at the same time much faster in preparation and
examination of new materials. Can we do this? Being much smarter is a bigger challenge than doing
things faster. Solid-state chemists have relied on experience and intuition to make progress to date. And
this has worked reasonably well, not surprisingly, in areas where we collectively have the most experi-
ence, namely in oxide materials. Here, there are reasonably good sets of empirical rules and even some
computational guides (as in the field of zeolite chemistry). There are, however, many phenomena in
oxides that are poorly or incompletely understood, such as high-temperature superconductivity, metal-
insulator transitions and high ionic conductivity. We still do not know how to design better oxide mate-
rials (or, for that matter, any materials) that will improve the properties in any of these areas. We need
to make a more organized effort to push computational methods in the hopes that some predictive tools
can be developed. To even hope to succeed, we will probably need to involve at least mathematicians,
physicists, and chemists. The main problem is finding the absolute minimum free energy by varying the
positions of a collection of different atoms. While some steps have been made in this direction [16], we
are a long way from having a useful tool. This “global minimization problem” is not unique to materi-
als chemistry, but also to many other important fields, such as the structure of proteins. Perhaps, if the
problem is solved in one field, the solution can be applied to most of the others.

In the meanwhile, we can increase the speed at which we are exploring the periodic table. Even
if predictive computational tools are developed, we will need to explore variations very rapidly to opti-
mize properties. Further, computations themselves are unlikely to predict new phenomena. We will still
need chemical insights to guide our thinking, because the combinations quickly become so large that at
almost any speed we cannot and probably should not try to do everything. Nonetheless, while almost
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Table 2. 

Multi-cation, single anion minerals:
Asbecaite: Ca3TiAs6Be2Si2O30

Mordite: LaSrNa3ZnSi6O17

Multi-cation and multi-anion (including polyatomic anion) minerals:
Harkerite:

Ca24Mg8(AlSi4O14.5(OH)1.5)2(BO3)8(CO3)8Cl(H2O)
Hyttsjoeite:

Ba2Ca5Mn2Fe2Pb18Si30O90Cl(H2O)6
Arrojdite:

KNa5CaFe14AlF2(PO4)12

Schroeckingerite:
NaCa3ClO2(CO3)3(SO4)(H2O)18

Traskite:
Ba24Ti6Fe2Fe8CaSi24O78Cl6(OH)38(H2O)14

Mammothite:
Pb6Cu4AlSbO2(OH)16Cl4(SO4)2



everyone can see the need to speed up the process, not everyone is sure how to do so (especially in the
academic environment). There are different ways to approach this challenge. The approach depends on
the objective and the available experimental “tools”.

At one extreme we may want to understand the scientific issues in designing more complex struc-
tures. I might call this the academic approach. Then we clearly need not only to make materials at a
faster rate, but we need to determine structures at a faster rate. With the use of the very intense X-ray
beams at synchrotrons and of fast workstations, one could envision a center where one diffraction pat-
tern could be collected and solved in a matter of a minute or less—perhaps in a few decades in a sec-
ond or less! Of course, the tools to synthesize interesting samples at the same rate would need to be
available as well. In fact, in many laboratories the current rate of synthesis of new compounds is slow-
er than the rate of structure determination, due to advances in charge-couple device (CCD) detectors
and computer control and analysis. And we would need to store, communicate, and digest all this
information. But, little would be gained if this effort just provided a catalog of compounds and struc-
tures. Properties of at least some of these would need to be calculated and/or measured at a much faster
rate than presently possible. If we do not measure all of them, how do we choose which to study? Grand
challenges indeed. 

The other extreme might be called the industrial or Edisonian approach. One does not initially
care about structural or other details, but is guided by some property that is of interest and that can be
rapidly measured. When an interesting or enhanced property is detected, one then may take the time to
understand the underlying science of that case: the composition and structure and how that produces the
property of interest. This information can then be used to rapidly screen for variations on the same
theme.

Of course, some approach that is between these two could be designed. Indeed, a few commer-
cial companies, such as Symyx Technologies in Santa Clara, California, are now trying to implement
technologies to speed up the search (their approach is close to the industrial approach discussed above).
Such an approach is now most commonly referred to as “combinatorial chemistry”. 

It is not clear how the traditional academic research group of a professor, a few graduate students
and postdocs can implement the technology for combinatorial chemistry. However, in a few special
cases, some academic laboratories have developed some tools that allow a combinatorial approach, for
example, see refs. 17 and 18. There should be opportunities, however, for academic chemists to inter-
act with industrial companies or government laboratories in productive ways for all to better exploit and
develop combinatorial approaches. 

Even with these approaches the possibilities remain almost endless. It would be pure hubris to
assume that all the interesting or technologically useful materials and phenomena have been discovered.
It is much more likely that we have barely scratched the surface of what is possible. In this short pres-
entation, I hope to have excited you with that opportunity, not overwhelmed you with the challenges.

POSTSCRIPTS

Of course, there are many important issues left untouched in the above presentation. What about glass-
es and metastable crystalline materials? Such materials are prepared by controlling the kinetics of reac-
tion. This is related to organic chemistry, where products are determined primarily by kinetic control of
the interaction of different functional groups. There would be few organic compounds, if only those
compounds were prepared that had the lowest free energy at that composition. So far, solid-state chem-
istry is largely concerned with the chemistry of thermodynamic products. Well, I am slighting the large
science of glass, especially of silicate glasses. Glass science is technologically very important, but pur-
sued in only relatively few academic laboratories. Will there be a large science of metastable crystalline
solids? This will add yet another layer of complexity to the above challenges. 

In many materials properties the microstructure is as important (or more important) as the com-
position or structure. So what about point defects, dislocations, and grain boundaries? Since these are
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affected by processing, how do we explore the role of processing? What about intentional structuring
or compositional variations, as, for example, in quantum well devices? Will nanoscale structures be as
interesting for these new materials as it appears to be for the relatively few materials systems studied so
far? These are just a few of the untouched issues that come immediately to mind.

Also, those of us who are educators should take the time to explain to young students that we do
not understand how the elements of the periodic table combine. We understand a lot about molecular
species based on carbon, and we have a few other insights in a few restricted cases. But we teach begin-
ning students as if all they need to know is this stuff that is perhaps 100 years old—and then they will
be a chemist. Boring stuff—where is the challenge, the future? It is a wonder that any of them survive
it! If we confessed our vast ignorance and pointed out the challenges and opportunities right from the
beginning, perhaps we would snag more of the best and the brightest. They are probably the ones who
will solve this great puzzle embodied in the periodic table. Indeed, I believe that this is one of the few
grand challenges left in science. 
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